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Introduction. Motivation

- False facts are influential
- Manual fact-checking is time-consuming

- Automation reduces time to "stick” in minds.

Third of Russians think sun spins round Earth?

y,

NS Q RUSSIA N

~d

RadioFreeEurope
Radioliberty

« ... Fallout Over Flat-Earth Theory Hits
w-w  Russia's 'Emmy' TV Awards

By Reuters Staff 1 MIN READ

source: Reuters

source: RadioL.iberty

Disinformation example: Disinformation influence:

AP Th.e Associated Press @ i~ m

Breaking: Two Explosions in the White Temporary loss of market cap in the
House and Barack Obama is injured S&P 500 alone totaled $136.5 billion

4~ Reply T3 Retweet W Favorite eee More

source: cnbc (2013)
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https://www.cnbc.com/id/100646197
https://www.reuters.com/article/us-poll-education-odd-idUSTRE71A4OI20110211
https://www.rferl.org/a/russia-flat-earth-emmy-awards-/28773764.html

Why Wikipedia?

- Using traceable information, coming from reliable sources
- One the most extensive open knowledge bases in the world
- Can be used as evidence source for facts validation

- Not perfect data source, but tends to be :)

¢ similarweb

¢) Rank Website Category Avg. Visit Duration Pages / Visit Bounce Rate

1 w wikipedia.org 00:03:56 3.02 57.70%
2 Q quora.com 00:02:42 2.07 64.75%
3 @ deepl.com 00:09:01 13.13 24.67%

Encyclopedias

source: SimilarWeb



https://www.similarweb.com/top-websites/category/reference-materials/dictionaries-and-encyclopedias/

Introduction. Problem formulation

End-to-end fact-checking:
Given the claim, classify it as true or false and provide evidence
for your reasoning from a reliable knowledge base

Natural language inference (NLI):

Given two texts (claim and hypothesis), decide if the hypothesis
supports the initial claim, refutes it, or does not relate to it.

Explanation:
Claim: "Today is Wednesday”
Hypothesis (evidence). "Tomorrow is Thursday”

Knowledge base: Wikipedia



Open problems

e The efficiency of NLI models is not considered in previous research

e Lack of high-quality NLI datasets for model training

e Software architecture for end-to-end fact-checking




Research goals

e Analyze NLI datasets. Define the specific data features and limitation,
design a methodology for data quality improvement.

e Experiment with NER models usage for information retrieval stage

e Build accurate and efficient domain specific sentence-based NLI model.
Experiment with unsupervised learning and transfer learning.

e Implement an open-source end-to-end fact-checking API.




Related work




Masked language modeling

BERT-like models How to get sentence embeddings?

Bidirectional Encoder Representations Sentence-BERT (Reimers and Gurevych, 2019)
from Transformers (Devlin et al., 2018).

1) CLS token

_
2) Mean of tokens embeddings
2| ENCODER | 3) Build a model on top of token
embeddings
2 ] ENCODER |
1 [ ENCODER i
1 2 3 4 LR 512

[CLS]  Hel

BERT

source: jalammargithub



http://jalammar.github.io/illustrated-bert/

Natural language inference

Word-based approach Sentence-based approach
[CLS] | ~—— [CLS] )
SentenceAJ’ Today - Sentence/}{ Toi:ay },—
IS —
5 Wednesd ke
&VednesdayF) L b % . Label sialiias/ %} Label:
~ EP ﬁ SUPPORTS [CLS] 1) (_cg SUPPORTS
Sentence B_< Tom;rrow i Sentence g{l‘omic;rrow }_g
LThursday_) Thursday 5
Main previous contributions: Why sentence-based approach:
- Using composition of embeddings of - Allows caching of sentence embeddings
different types. (Kiela et al., 2018) - Allows processing claim and hypotheses
- BILSTM + Max Pooling for sentence separately
embeddings for NLI. (Talman, et al, 2019) - Usually lighter and faster on inference
- Using multitask learning and MLM (Liuet - Usually lower accuracy

al.,, 2019) (word-based approach)
- Using semantics information for NLU
(Zhang et al., 2020) (word-based approach)




Fact checking systems

Academic works: Industry solution:

| FEVER: a large-scale dataset for °
Fact Extraction and Verification g ll
: : (Thorne et al., 2018b) LO lca y

General architecture:
“Kyiv is the capital of Poland.”

We have compiled a list of related fact checks
and evidence to give you some context around

‘ this claim:

Similar Facts

Kyiv is governed by
fascists l

Evidence

72%

sources: fever, logically 11



https://fever.ai
https://www.logically.ai

Data observation




General information

General domain datasets

f
Comes from image captions.

The first and the main benchmark
SNLI dataset for the NLI task

Comes from wide range of styles,

MNLI degrees of formality, and topics:
conversations, reports, speeches,
letters, fiction.

.

Specific domain datasets

f
Comes from modified Wikipedia

WIKIFACTCHECK- texts. Includes context.
ENGLISH

Manually generated and labeled
claims. Related evidences as links
FEVER to Wikipedia dump.

13
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SNLI and MNLI. Data Sample

Original data sample

MNLI The Old One always comforted Cadaan,
except today.

MNLI At the other end of Pennsylvania Avenue,
people began to line up for a White
House tour.

SNLI A man inspects the uniform of a figure in

some East Asian country.

SNLI An older and younger man smiling.

Cadaan knew the Old neutral
One very well.

People formed a line at entailment
the end of Pennsylvania
Avenue.

The man is sleeping contradiction

Two men are smiling and | neutral
laughing at the cats
playing on the floor.




SNLI and MNLI. Annotation artifacts

Distributions of length of hypothesis in training dataset

SNLI

0.20 label

0.18 - contradiction
entailment
0.16

neutral
30.14
= 0.12
®0.10
0.
0 0.08
% 0.06
0.04
0.02
0.00 ]

label

contradiction
entailment
neutral

3 5 7 9 11 13 15 17 "3 5 7 9 11 13 15 17
Number of words Number of words




SNLI and MNLI. Annotation artifacts

SNLI dataset top-15 the most frequent hypothesis and their classes counts

350
Label
300 = contradiction
E 550 = entailment
2 = neutral
6200
o
2150
§1oo
4
50
*(\Q 9\ 6\ c)\ Q" 00\% \ c)\ ("N ,\@' oo(o %\b 9\ \Q)
> S‘ O N o 6‘ N F S oQ

) \S‘ o o d \0 d C)‘ d

& s@° @«"P SIS A S
> & ¥ @ AR % & o Ny o Q & O &
& W F o T & Weobserve
v N < .
<& & T ® % vov e disbalance across
A @

N labels of samples with
the same hypothesis
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Data observation. FEVER

Original data sample

{"id": 75397,
"verifiable": "VERIFIABLE",
label": "SUPPORTS",
"claim": "Nikolaj Coster-Waldau worked with the Fox Broadcasting Company.", H VA 1
"evidence": [[[92206, 104971, "Nikolaj_Coster-Waldau", 7], WIklpedla dump (2017)

[92206, 104971, "Fox_Broadcasting_Company", 0]]]}

FEVER data sample. Article linking.

Nikolaj Coster-Waldau worked with the | Fox_Broadcasting_Company,

Fox Broadcasting Company. Nikolaj_Coster-Waldau
Hermit crabs are arachnids. Arachnid, Hermit_crab, Decapoda
There is a capital called Mogadishu. Mogadishu

FEVER data sample. SNLI-style relation dataset,

Claim Hypothesis Label
Roman Atwood is a content creator. He is best known for his vlogs, where he posts updates about his life daily. SUPPORTS
Selena recorded music. Selena began recording professionally in 1982. Selena Selena (film) SUPPORTS

17
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Negative sampling.

Original data sample:

{"id": 93826,

"verifiable": "NOT VERIFIABLE",

"label”: "NOT ENOUGH INFO",

"claim": "Donna Noble is played through improv.",
"evidence": [[[111196, None, None, Nonelll}

‘Donna Noble is played through improv.”

1) Extract “Donna Noble" named entity
2) Find the corresponding article

3) Pick the random sentence from it

FEVER

{"id": 75397,
"verifiable": "VERIFIABLE",

"label”: "SUPPORTS",
"claim": "Nikolaj Coster-Waldau worked with the Fox Broadcasting

Company.",
"evidence": [[[92206, 104971, "Nikolaj_Coster-Waldau", 7],
[92206, 104971, "Fox_Broadcasting_Company", 0]]]}

Given the original sample from
SUPPORTS or REFUTES class

1) Extract sentences from all related
articles. For example from:
"Nikrolaj_Coster-Waldau" and
"Fox_Broadcasting_Company"

2) Pick the random sentence that was
not previously used for SUPPORTS
or REFUTES class samples




System architecture




Application design

e - i _____ RN MOdel.
level one

Query enhancing
using NER models

Y

Wikipedia open o
search API Wikipedia

articles

Top n articles
(candidates for being
evidence source)

Splitting into
v sentences
Claim

\ Hypothesis
TR T T T % ----- "
' Model
1 NLI model. [
: Classification model : level two
! 1

Classification result.
(Correct, Incorrect, No related information)

20




Model level one. Validation

_____ Claim (query) Evidence . Example:
. Y N Y :
— | Wikipedia links . Query:
Query modification . : ' .
o ) [ extractor ] + Charles, Prince of Wales is patron
v L i . of numerous other organizations.
WikiMedia API | ' .
8 . ) Set of ground G’.round truth_ pages links:

Set of N pages links
(candidates to
include evidence)

Set of 5 pages candidates:
{!Charles,_ Prince of Wales',

B IRty g 'Charles',
' '‘Charles_City_County,_Virginia',
Sets have intersection '‘Grace_Kelly',
common link) 'Prince_Harry,_Duke_of_Sussex',
}
True / False Recall: 1

true positives
true positives + false negatives
21

Recall =



Model level two

Sentence Concatenating
embeddings embeddings

V V

Claim47/ BERT /L> u -
Hypothesis—7/ BERT /L> v >

u, v, lu-vl
Dense layer
[ Softmax ]




Experiments

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Improving the search

Metrics:
e Average Recall (AR)
e Average number of candidates returned.

Possible modifications:

Claim (query)

!

Use out-of-the-box NER models : o
from SpaCy or Flair "[ Query modification ]

Strategy of treating named entities:

merging or separate queries

>

[ WikiMedia API ]

Increase N - number of candidates : _ Set of N pages links

to extract for each query —>  (candidates to
include evidence)

Improving the search Building NLI model Domain-specific NLI model

Complete system evaluation



Improving the search. Results

No NER model N=10 0.628 0.11
No NER model N=30 0.645 25.02
No NER model N=50 0.649 390.16
SpaCy sm merged N=10 | 0.810 15.33
SpaCy sm merged N=30 | 0.833 44.02
SpaCy sm merged N=50 | 0.840 70.67
SpaCy sm separate N=10 1 0.834 10.12
SpaCy trf separate N=3 0.874 6.93
SpaCy trf separate N=5 0.892 11.68
SpaCy trf separate N=10  0.911 23.47
Flair merged N=10 0.861 15.54
Flair separate N=3 0.879 6.27
Flair separate N=5 0.895 10.58
Flair separate N=10 0.914 21.30

Improving the search Building NLI model Domain-specific NLI model




NLI model. Comparing with existing

Efficiency CPU, | Efficiency GPU,
sec per sample | sec per sample

Models Accuracy, %

SemBERT 91.9 - 0.51 95

HBMP 86.6 - 0.02

©
o

Our architecture +

Accuracy, %
o]
()]

bert-base-uncase 852 01 0.006

d 80

puscitectte: goq oz .

Our architecture + 287 0.036 0.004 Models

USE

Note: Experiments are done using CPU-only 2,0 GHz Intel instance, and
RTX2070 GPU instance. Predefined splits were used.
USE - Universal sentence encoder

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Trade-off between Accuracy and Speed

Efficiency of MLM models for text encoding

batch one-by-one

o
-
N

sizes
= base
= large

| Accuracy on MNLI drops by
. ~2% when comparing large
- and base configurations.
' I I I Source: BERT (Devlin et al,, 2018).

0.01 I I I

0.00 .

© o o o
o O = 4
® © o =

o
o
N

o o o
o o o
W b O

Avg sentence encoding time, seconds
o o
o o
N »

%, %, %0, = Y%, %%, n
e,?:é %'é % 6, o %, 0@600 oeéoo @/76 @,7{9 2 3 % %, oeéoo OeéoO
s, & Yo, Yo, s %p S Y 0@‘0 5. %

Note: Experiments are done using CPU-only 2,0 GHz Intel instance, 8Gb RAM

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Transfer learning approach

Training on SNLI dataset Training on MNLI dataset

Accuracy on

Accuracy on Accuracy on Accuracy on

SNLI dataset MNLI dataset SNLI dataset
Siamese + bert-base-uncased 85.20 590.16 Siamese + bert-base-uncased 65.33
Siamese + bart-base 86.90 63.19 Siamese + bart-base 66.93
Siamese + albert-base 84.08 58.58 Siamese + albert-base 66.33

Full training on specific dataset vs. training on SNLI and classifier
fine tuning on FEVER and MNLI

MNLI dataset

76.10

77.85

80.65

“ MNLI classifier fine tuned vs. full train FEVER classifier fine tuned vs. full train

bert-base-uncased 64.8% / 76.1% 70.1% / 79.81%
bart-base 67.6% / 77.85% 74.4% / 85.24%
bert-base-uncased + fine tuned 65.4% / 76.29% 69.7% / 82.45%
bart-base + fine tuned 68.1% / 77.35% 73.0% / 85.62%

Improving the search Building NLI model Domain-specific NLI model




Wikipedia domain-specific NLI model.
Data preparation. Tags cleaning

Example from Wikipedia dump:

‘Selena began recording professionally in 1982.\tSelena\tSelena (film)" includes tags Selena and Selena (film).

albert-base bart-base bart-base + fine tuned bert-base-uncased bert-base-uncased + fine tuned
74.5 cleaned
[ NOT clean
74.0 M clean
X 735
o 73.0
©
| -
3 725
3
< 720
71.5
71.0
o/ ” o/ ” o/ ” o/ " o/ ”
) ) ) ) )
% % Z 2% Z

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Wikipedia domain-specific NLI model.
Data preparation. Tags cleaning

Confusion matrix:
481 1747

8553
SUPPORTS 5 A0% 1.43% 5.19%
2048 6641 2444
REFUTES - 6 08% 19.72% 7.26%
937 823 10001
NOT ENOUGH INFO- 5 780 > 44% 29.70%

SUPPORTS REFUTES NOT ENOUGH INFO
Predicted label

True label

Accuracy=0.748

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Wikipedia domain-specific NLI model.
Data preparation. Filtering

Approach:

1. Filtered out absolute duplicates by fields ‘claim’ and 'hypothesis. (8.8% reduced)
2. Balancing distribution of SUPPORTS/REFUTES classes among hypothesis sentences. (6.9% reduced)
3. Undersample NOT ENOUGH INFO class samples to the amount of major class. (12.2% reduced)

Result:
Distributions of labels across datasets
NOT ENOUGH INFO REFUTES SUPPORTS
Dataset version
@ 150,000 M filtered
=4 I original
£
(]
£ 100,000
(@]
o)
=
Z -
0
filtered original filtered original filtered original
Dataset version Dataset version Dataset version

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Wikipedia domain-specific NLI model.
Data preparation. Filtering. Results

albert-base bart-base bart-base + fine tuned bert-base-uncased bert-base-uncased + fine tuned

Accuracy, %

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Complete system evaluation

Original WikiCheck API flow:

: ‘ | }‘ Wiki API Wiki API text Calculating ’ }‘ P | } Hypothesis
Claim MEER Mo article search collection embeddings essilicalion & Labels

Modifications for FEVER validation:
e Getting texts : : .
; Wiki API % Calculating T Hypothesis | | Aggregation FEVER
Claim 4>‘ NER model Ha Hicle searcr} dftl;(r)nr: \28!107 embeddings [ | Classification 8.1 bl logic orediction

Note: 11.51% of articles found by
MediaWiki APl do not have a
matched text in the dump

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Complete system evaluation

Accuracy results:

Team/Name FEVER rank Evidence F1 FEVER score Accuracy
UNC-NLP 1 0.5322 0.6398 0.6798
UCL MRG 2 0.3521 0.6234 0.6744
Athene 3 0.3733 0.6132 0.6522
The Ohio St. Uni | 7 0.5854 0.4322 0.4989
GESIS Cologne | 8 0.1081 0.4058 0.5395
WikiCheck - 0.3587 0.4307 0.5753

Improving the search Building NLI model Domain-specific NLI model Complete system evaluation




Complete system evaluation

Efficiency results:
Testing 1000 random claims from FEVER

30
model ¢
B bert ¢
25 4+ B bart .
I albert
¢
20 ¢
%)
o
C
o
§ 15 A
)
£
* 10
NER_ modeI wiki search wiki_texts embeddlng claim embeddlng hypothesis cla55|f|cat|on total_time

System part

Note: Experiments are done using CPU-only 2,0 GHz Intel instance

Improving the search

Building NLI model Domain-specific NLI model Complete system evaluation




Demo




Demo

NLI model.:

nli_model Wikipedia NLI model v nli_model Wikipedia NLI model X
| /nli_model/ |IESH /n1i_mode1/
Parameters I t Parameters
Name Description Name Description
hypothesis 5 hypothesis
atring Today is Tuesday. string Today is Tuesday.
(query) ue.
al (query)
claim . claim
atzing Tomorrow is Thursday. R oing Tomorrow is Wednesday.
(query) (query)
X-Fields i
- . X-Fields
string(Smask)An optional fields mask string(smask)An optional fields mask
(header) (header)

S |
Responses Response content type | application/json N

Curl

Clear ]

curl -X GET "https://nli.wmcloud.org/nli_model/?hypothesis=Today$20is$20Tuesday.&claim=Tomorrow$20is$20Thursday." -H "accept:
application/json"

curl -X GET "https://nli.wmcloud.org/nli_model/?hypothesis=Today%20is$20Tuesday.&claim=Tomorrow$20is320Wednesday." -H
"accept: application/json"

Request URL

Request URL
rg/nli_model/?hypothesi 'oday$20is$20Tuesday. &C. m=Tomorrow$20is$20Thursda;

http. i.wmcloud.org/nli_model/?hypothesis=Today$20is320Tuesday.&claim=Tomorrow$20ist20Wednesday.
Server response

. Server response
Code Details

Code Details
200 Response body 200

Response body
"label": "REFUTES",

"contradiction_prob": 0.6714417934417725, "label": "SUPPORTS",

"contradiction_prob": 0.4699692726135254,

"entailment_prob 0.32855814695358276,
neutral_prob”: 0 "entailment prob": 0.5300307273864746,
"neutral_prob": 0

Response headers

Output

37




Demo

Fact checking model:

fact_checking_model Fact checking model v

<3¢ /fact_checking_model/
—

Name Description

Input

claim

al .
string The Earth is flat.

N
(queryy

X-Fields
string($mask)
(header)

An optional fields mask

|

Responses Response content type [ application/json v ]

Curl

curl -X GET "https://nli.wmcloud.org/fact checking model/?claim=The%20Earth$20is%20flat." -H "accept: application/json"

Request URL
https://nli.wmclou . 1 =The$20Earth$20is%20flat.

Server response

Code Details

200

Response body
"results": [

"claim": "The Earth is flat.",

"text": "The myth of the flat Earth, or the flat earth error, is a modern historical misconception that Eu-
ropean scholars and educated people during the Middle Ages believed the Earth to be flat rather than spherical.The
earliest clear documentation of the idea of a spherical Earth comes from the ancient Greeks (5th century BC)",

"article "Myth_of_ the_flat_Earth",

"label": "REFUTES",

"contradiction prob": 0.9876275062561035,

"entailment prob": 0.012372520752251148,

"neutral_prob": 0

"The Earth is flat.",
"The flat Earth model is an archaic conception of Earth's shape as a plane or disk",
"Flat_Earth",
REFUTES",
"contradiction_prob": 0.8832099437713623,
"entailment prob": 0.11679010093212128,




fact_checking_aggregated Fact checking model with aggregation v

Demo

Fact checking model - |
| Sl3) | /fact_checking_aggregated/
+ aggregation:

Name Description
In ut gan The Earth is flat
p string @ AT 18 Ak
(query)
X-Fields . )
string(Smask)An optional fields mask

(header)

T e |

Responses Response content type | application/json v ]

Curl

curl -X GET "https://nli.wmcloud.org/fact_checking_aggregated/?claim=The3$20Earth%20is%20flat." -H "accept: application/json"

Request URL

https:/ m=The%20Earth$20is%20flat.

Server response

Code Details

Response body

"predicted_label": "REFUTES",
"predicted_evidence": [

"Earth",

"Earth is the third planet from the Sun and the only astronomical object known to harbor and support life"
1,
[

"In_the_ Earth",

"Earth is the third planet from the Sun and the only astronomical object known to harbor and support life"
1,
[

"Flat_Earth",

"The flat Earth model is an archaic conception of Earth's shape as a plane or disk"
] ’
[

"Myth_of_the flat Earth",

"The myth of the flat Earth, or the flat earth error, is a modern historical misconception that European
scholars and educated people during the Middle Ages believed the Earth to be flat rather than spherical.The earli._
est clear documentation of the idea of a spherical Earth comes from the ancient Greeks (5th century BC)"




Conclusions

Main contributions

e Revealed NLI datasets limitations and annotation artifacts. Proposed the heuristic
filtering technique that led to the model's accuracy increase.

e Showed that usage of NER models for search increases the quality of results.

e Proposed accurate and efficient sentence-based NLI model.

e Discovered that full model training on specific dataset is required to get the best
results. Proposed unsupervised fine-tuning of MLM for domain adaptation.




Conclusions

Successfully reached the main goal of the thesis:

e Transformed academic research into a practical tool.
e Presented WikiCheck AP|

e Made all the code for WikiCheck API available on the Github.

WikiCheck AP ®

[ Base URL: / ]
https://nli.wmcloud.org/swagger.json

nli_model Wikipedia NLI model S
fact_checking_model Fact checking model >
fact_checking_aggregated Fact checking model with aggregation >

Models

WikiCheck API: https:.//nliwmcloud.org

WikiCheck github: https:.//github.com/trokhymovych/WikiCheck 41


https://github.com/trokhymovych/WikiCheck
https://nli.wmcloud.org

Future work

e Experiment with NER models, types of
entities used for query enhancing. Consider
(POS) tagger usage for keywords extraction.

e Experiment with different methods of
sentence embeddings creation.

e EXxperiment with more complex classifier
models (last layer of the NLI model) and
larger MLLM encoders

e Observe the relation between the length of
the hypothesis and the NLI model accuracy

e Aggregation phase modifications research

e Tune the efficiency of embeddings
calculation by MLM size reduction, model
distillation, float parameters quantization

42
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https://www.ashoka.org/de/story/future-work-what-skills-will-help-us-keep-pace

Questions?
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