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With the growth of fake news and disinformation, the NLP community has 
been working to assist humans in fact-checking. However, most academic 
research has focused on model accuracy without paying attention to 
resource efficiency, which is crucial in real-life scenarios. In this work, we 
review the State-of-the-Art datasets and solutions for Automatic Fact-
checking and test their applicability in production environments. We 
discover overfitting issues in those models, and we propose a data 
filtering method that improves the model’s performance and 
generalization. Then, we design an unsupervised fine-tuning of the 
Masked Language models to improve its accuracy working with Wikipedia. 
We also propose a novel query enhancing method to improve evidence 
discovery using the Wikipedia Search API. Finally, we present a new fact-
checking system, the WikiCheck API that automatically performs a facts 
validation process based on the Wikipedia knowledge base. It is 
comparable to SOTA solutions in terms of accuracy and can be used on 
low-memory CPU instances. 
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• End-to-end fact-checking:
Given the claim, classify it as true or false and provide evidence for your 
reasoning from a reliable knowledge base
• Natural language inference (NLI):
Given two texts (claim and hypothesis), decide if the hypothesis supports 
the initial claim, refutes it, or does not relate to it.
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WikiCheck: An End-to-end Open Source 
Automatic Fact-Checking API based on Wikipedia

Open problems
• The efficiency of NLI models is not considered in previous research
• Lack of high-quality NLI datasets for model training
• Software architecture for end-to-end fact-checking

Research goals
• Analyse NLI datasets. Define the specific data features and limitation, 

design a methodology for data quality improvement.
• Experiment with NER models usage for information retrieval stage
• Build accurate and efficient domain specific sentence-based NLI model. 

Experiment with unsupervised learning and transfer learning.
• Implement an open-source end-to-end fact-checking API. 
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Data preparation. Filtering

Distributions of length of hypothesis in training dataset for sample of 
different label is different. We observe disbalance across labels of samples 
with the same hypothesis for SNLI dataset. The same pattern exists for 
FEVER. 

• Filtered out absolute duplicates by fields ‘claim’ and ’hypothesis’. (8.8% 
reduced) 

• Balancing distribution of SUPPORTS/REFUTES classes among hypothesis 
sentences.  (6.9% reduced)

• Undersample NOT ENOUGH INFO class samples to the amount of major 
class. (12.2% reduced)

Contact:
WikiCheck API:
nli.wmcloud.orgWikiCheck Github:

• Improving the performance of search
As a result we decided to use the "Flair ner-fast NER separate N=3" 
configuration. It provides high accuracy of 0.879 AR with only 6.27 
candidates returned.
• Model Generalization
We trained a NLI model on the MNLI, tested on SNLI and MNLI testing set. 
We found that the accuracy decays between 11% to 16% depending on 
the MLM used.
Also, we train models on SNLI and then fine-tune the last layer on MNLI or 
FEVER train set and test on the corresponding test set. We also trained 
individual models for each dataset with all layers unfrozen and compared 
performance with the transfer learning approach.

• Training model on filtered FEVER vs. original (cleaned) dataset

Complete system accuracy & efficiency 


